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Abstract

We shall investigate the asymptotic behaviour of the widths of best m-term

approximation with respect to non-compact embeddings of tensor products of

Sobolev as well as Besov spaces into Lp spaces. In almost all cases our approach

leads to final results.

1 Introduction

Let Φ := (ψj)j denote a tensor product wavelet basis satisfying some additional smooth-

ness, integrability, and moment conditions, see Subsection 3.2.2 for an exact definition.

We consider best m-term approximation with respect to Φ, i.e., we investigate the

quantity

σm(f,Φ)X := inf

{

‖ f −
∑

j∈Λ

cj ψj ‖X : |Λ| ≤ m, cj ∈ C , j ∈ Λ

}

, m ∈ N0 .

Associated widths are defined as follows. Let X and Y be quasi-Banach spaces such

that Y →֒ X. Then we define

σm(Y,X,Φ) := sup
{

σm(f,Φ)X : ‖ f |Y ‖ ≤ 1
}

, m ∈ N0 . (1)

Usually one concentrates on X = Lp(R
d). We shall divide our investigations into two

different cases. In a first case we shall study the asymptotic behaviour of σm(Y,X,Φ)

for pairs (X,Y ), where X = Lp1([0, 1]d) and Y is either the tensor product of Besov

spaces Br0
p0,p0

([0, 1]) or of Sobolev spaces Hr0
p0

([0, 1]) (Bessel potential spaces). Then we

continue by investigating the same problem for [0, 1] replaced by R. As indicated in the
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title, we concentrate on non-compact embeddings, i.e. we consider r0 := 1
p0
− 1

p1
> 0 for

spaces on the cube and r0 ≥
1
p0
− 1

p1
> 0 if we consider spaces defined on R

d. Whenever

1 < p1 < ∞ holds and Y is a tensor product Besov space, then our approach leads to

a final characterization of the asymptotic behaviour of σm(Y,X,Φ). If Y is a tensor

product Sobolev space, this is also true but with some additional restrictions. Of

course, it is well-known that the property

lim
m→∞

σm(Y,X,Φ) = 0

is not related to the compactness of the embedding Y →֒ X, see, e.g. [7] and [12] for

examples given by isotropic Besov spaces.

For us it is convenient to use the coincidence (in the sense of equivalent norms) of

the above tensor product spaces with special cases of the scales of function spaces of

dominating mixed smoothness, see Section 3 for details. The present paper is a con-

tinuation of [12], where we have investigated best m-term approximation with respect

to (isotropic) Lizorkin-Triebel spaces.

Concerning the wavelet system Φ some remarks are in order. First of all, we use

different systems for spaces on R
d and for spaces on [0, 1]d. Exact definitions are given

below in (11) and (18), respectively. When we deal with the widths σm(Y,X,Φ) it is

assumed that Y and X allow a characterization by means of the same system Φ, see

Propositions 4, 5 for sufficient conditions. In case of spaces on domains we will suppose

that the associated spaces on R
d allow a characterization by Φ.

The paper is organized as follows. In Section 2 we state and comment on our main

results. The next section is devoted to tensor product spaces and their relations to

the scales of Besov and Lizorkin-Triebel spaces of dominating mixed smoothness. In

Section 4 we investigate approximation spaces with respect to sequence spaces and we

determine the asymptotic behaviour of the width of best m-term approximation with

respect to embeddings of those sequence spaces. This will be an essential tool for us in

the following section. However, we believe, it is of some self-contained interest as well.

All proofs will be collected in Sections 5 and 6. The first step in our proofs will always

be the application of a wavelet isomorphism. This reduces the problem for distribution

spaces to a problem for sequence spaces. The appropriate wavelet isomorphisms will

be described in Subsection 3.2.2. From this it follows immediately that the main job

has to be done on the level of sequence spaces, for which we refer to Section 5. In

Section 6 we collect consequences for the widths of best m-term approximation with

respect to pairs of spaces of dominating mixed smoothness. In particular, we determine

the asymptotic behaviour of σm

(

Sr0p0,q0B(Rd), S0
p1,q1

B(Rd),Φ
)

, r0 = 1/p0 − 1/p1, in all

reasonable situations, see Cor. 8.
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Notation

As usual, N denotes the natural numbers, Z the integers and R the real numbers.

Further we use N0 in place of N∪{0}. For a real number a we put a+ := max(a, 0). By

[a] we denote the integer part of a. With R
d, Z

d and N
d
0 we denote the d-dimensional

counterparts. If j ∈ N
d
0, then

|j|1 := |(j1, . . . , jd)|1 = j1 + . . .+ jd .

If X and Y are two quasi-Banach spaces, then the symbol Y →֒ X indicates that the

embedding is continuous. As usual, the symbol c denotes positive constants which

depend only on the fixed parameters r, p, q and probably on auxiliary functions, unless

otherwise stated; its value may vary from line to line. Sometimes we will use the

symbols “.” and “&” instead of “≤” and “≥”, respectively. The meaning of A . B is

given by: there exists a constant c > 0 such that A ≤ cB. Similarly & is defined. The

symbol A ≍ B will be used as an abbreviation of A . B . A. For a discrete set ∇ the

symbol |∇| denotes the cardinality of this set. We shall use the multiindex convention

that for two vectors α, β ∈ N
d
0 the inequality α ≤ β means αi ≤ βi, i = 1, . . . , d.

Tensor products of Besov and Sobolev spaces are investigated in [28], [26] and [27].

General information about Besov and Lizorkin-Triebel spaces of dominating mixed

smoothness can be found, e.g., in [1, 25, 23, 34, 32] (Srp,qB(Rd), Srp,qF (Rd)). We will

not give definitions here. However, the wavelet characterizations, recalled in Subsection

3.2.2, can be taken as definitions as well. The reader, who is interested in more elemen-

tary descriptions of these spaces, e.g., by means of differences, is refered to [1, 25, 32]

and [33].

Agreement: We shall deal with function and sequence spaces depending on three

parameters r, p, q. If there is given no additional restriction then it is assumed that

r ∈ R and 0 < p, q ≤ ∞. Furthermore, Ω always denotes an open, nontrivial subset

of R
d. Ω = R

d is admissible. Finally, if we consider Srp,qF (Ω), Srp,qF (Rd), srp,qf(Ω), or

srp,qf , then it is always assumed that p <∞.

2 The asymptotic behaviour of the widths of best m-

term approximation

Our main interest lies in the asymptotic behaviour of the widths σm(Y,X,Φ) for differ-

ent choices of the spaces X and Y . Tensor products of Sobolev spaces are denoted by

SrpH(Id) and I is either the interval [0, 1] or I = R. Tensor products of Besov spaces

are denoted by SrpB(Id) and I is as before. Definitions are given in Section 3. To begin
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with we study the situation on the cube [0, 1]d. Afterwards we investigate the same

problem on R
d.

2.1 Widths of best m-term approximation on the cube

Since Y →֒ X is a necessary condition we recall the needed embedding assertions.

Lemma 1. Let 1 < p1 <∞ and r0 > 0.

(i) Let 1 < p0 <∞. Then Sr0p0H([0, 1]d) →֒ Lp1([0, 1]d) holds if, and only if,

r0 ≥
1

p0

−
1

p1

. (2)

(ii) Let 0 < p0 ≤ ∞. Then Sr0p0B([0, 1]d) →֒ Lp1([0, 1]d) holds if, and only if, (2) holds.

(iii) The embeddings in (i) and (ii) are compact if, and only if, the inequality in (2) is

strict.

Remark 1. Concerning parts (i) and (ii) we refer to [25, 2.4.1], see also [24]. A proof

of Lemma 1(iii) may be found in [34].

Surprisingly, whenever we have a continuous embedding s.t. r0 > 0, the associated

widths of best m-term approximation form a null sequence. Roughly speaking, the

widths σm(Sr0p0Y ([0, 1]d), Lp1([0, 1]d,Φ) of best m-term approximation behave like m−r0

times a lower order term. Only the lower order term is influenced by Y ∈ {B,W}, p0

and p1.

Let Φ be as in (18). Furthermore, we assume that Prop. 5 can be applied with this

system Φ for the spaces Sr0p0,p0F (Rd), Sr0p0,2F (Rd), and S0
p1,2

F (Rd).

Theorem 1. We assume max(1, p0) < p1 <∞, and r0 := 1
p0

− 1
p1

.

(i) In case of tensor product Besov spaces we have

σm

(

Sr0p0B([0, 1]d), Lp1([0, 1]d),Φ
)

≍ m−r0 (logm)
(d−1)(r0−

1
p0

+ 1
2
)+ (3)

for all m ≥ 2.

(ii) Let 1 < p0 ≤ 2 ≤ p1 <∞. In case of tensor product Sobolev spaces we have

σm

(

Sr0p0H([0, 1]d), Lp1([0, 1]d),Φ
)

≍ m−r0 (logm)(d−1)r0 (4)

for all m ≥ 2.

Remark 2. (i) Observe that in case 0 < p0 < 2 and p1 = 2 we have

σm

(

S1/p0−1/2
p0

B([0, 1]d), L2([0, 1]d),Φ
)

≍ m−r0 ,

for all m ≥ 2. This has been known before, see Nitsche [19]. However, it seems that

Nitsche was not aware of Proposition 6.
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(ii) There are several references dealing with best m-term approximation of functions

belonging to spaces of dominating mixed smoothness on the d-dimensional torus, we

refer to Bazarkhanov [5], Oswald [20], Temlyakov [30], Dinh Dung [8, 9] and Romanyuk

[22]. In all these articles only compact embeddings are investigated.

2.2 Widths of best m-term approximation on R
d

Again we start by having a look on the possible embeddings. Of course, since the

underlying domain has infinite measure, the conditions are more restrictive than in

Lemma 1.

Lemma 2. Let 1 < p1 <∞ and r0 > 0.

(i) Let 1 < p0 < ∞. Then Sr0p0H(Rd) →֒ Lp1(R
d) holds if, and only if, p0 ≤ p1 and (2)

is satisfied.

(ii) Let 0 < p0 ≤ ∞. Then Sr0p0B(Rd) →֒ Lp1(R
d) holds if, and only if, p0 ≤ p1 and (2)

is satisfied.

(iii) The embeddings in (i) and (ii) are never compact.

Remark 3. Again we refer to [25, 2.4] for a proof of (i) and (ii), see also [24]. Part

(iii) is obvious.

In this subsection we assume that Φ is as in (11). Furthermore, we assume that

Prop. 5 can be applied with this system Φ for the spaces Sr0p0,p0F (Rd), Sr0p0,2F (Rd), and

S0
p1,2

F (Rd). We have two consider two different cases. First, we study the so-called

non-limiting case, given by r0 > 1/p0 − 1/p1.

Theorem 2. Let 1 < p1 <∞ and r0 > 0. We suppose

r0 >
1

p0

−
1

p1

. (5)

Then we have

σm

(

Sr0p0Y (Rd), Lp1(R
d),Φ

)

≍ m
− 1

p0
+ 1

p1 , (6)

for all m ≥ 2 and Y ∈ {W,B}.

Remark 4. Observe that the asymptotic behaviour of σm

(

Sr0p0Y (Rd), Lp1(R
d),Φ

)

does

not depend on r0.

Next we turn to the limiting case, i.e. r0 = 1/p0 − 1/p1.

Theorem 3. We suppose 1 < p1 <∞ and

r0 :=
1

p0

−
1

p1

> 0. (7)
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(i) Then we have

σm

(

Sr0p0B(Rd), Lp1(R
d),Φ

)

≍ m−r0 (logm)
(d−1)(r0−

1
p0

+ 1
2
)+ ,

for all m ≥ 2.

(ii) If 1 < p0 ≤ 2 ≤ p1 <∞, then we have

σm

(

Sr0p0H(Rd), Lp1(R
d),Φ

)

≍ m−r0 (logm)(d−1)r0 ,

for all m ≥ 2.

3 Tensor products of Sobolev and Besov spaces and

their relation to Besov and Lizorkin-Triebel spaces

of dominating mixed smoothness

The most prominent classes within these spaces occuring in the title of this section are

the tensor product Sobolev spaces.

3.1 Tensor products of Sobolev spaces

Before we are turning to these classes we introduce Sobolev spaces of dominating mixed

smoothness.

Let 1 < p < ∞ and r ∈ N. Then SrpW (Rd) is the collection of all functions in Lp(R
d)

s.t.

‖ f |SrpW (Rd)‖ :=
∑

α≤(r, ... ,r)

‖Dαf |Lp(R
d)‖ <∞ .

Here Dαf denotes the distributional derivative of order α of f . The derivative Dαf of

the highest order is the mixed one, given by α = (r, . . . , r). This explains the name

Sobolev space of dominating mixed smoothness.

The connection to tensor product spaces is as follows, see [26]. For the basics of tensor

products of Banach spaces we refer to [18].

Proposition 1. Let d ≥ 1, 1 < p <∞ and r ∈ N. Let αp denote the p-nuclear tensor

norm, see e.g. [18]. Then

SrpW (R2) = W r
p (R) ⊗αp

W r
p (R) (8)

and

SrpW (Rd+1) = SrpW (Rd) ⊗αp
W r
p (R) = W r

p (R) ⊗αp
SrpW (Rd) . (9)

Remark 5. For p = 2 Proposition 1 has been folklore. Let us mention that many

times Sr2W (Rd) is also denoted as Hr
mix(R

d).
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Proposition 1 has a fractional order counterpart. Sobolev spaces Hr
p(R) of fractional

order r > 0 as well as the Sobolev spaces W r
p (R), r ∈ N itself can be interpreted as

special cases of the Lizorkin-Triebel scale, see, e.g., [31, 2.5.6]. If 1 < p <∞ and r > 0,

then it holds

Hr
p(R) = F r

p,2(R) (in the sense of equivalent norms).

There is another variant of Sobolev spaces of fractional order, usually called Slobodeckij

spaces and denoted by W r
p (R

d). These spaces coincide with Br
p,p(R

d) if r 6∈ N. Further-

more, there is a well-developed theory of Lizorkin-Triebel spaces of dominating mixed

smoothness Srp,qF (Rd), see Prop. 5 below. Defining for r > 0

SrpH(Rd) := Srp,2F (Rd)

then the following supplement to Proposition 1 has been proved in [26].

Proposition 2. Let d ≥ 1, r > 0 and 1 < p <∞. Then

SrpH(R2) = Hr
p(R) ⊗αp

Hr
p(R)

and

SrpH(Rd+1) = SrpH(Rd) ⊗αp
Hr
p(R) = Hr

p(R) ⊗αp
SrpH(Rd) .

Finally, we wish to mention that all these tensor product formulas carry over from

R to intervals. For simplicity let SrpH([0, 1]d) be defined by restrictions, see Subsection

3.2.3. Then the following is proved in [27].

Proposition 3. Let d ≥ 1, 1 < p <∞ and r > 0. Then

SrpH([0, 1]2) = Hr
p([0, 1]) ⊗αp

Hr
p([0, 1])

and

SrpH([0, 1]d+1) = SrpH([0, 1]d) ⊗αp
Hr
p([0, 1]) = Hr

p([0, 1]) ⊗αp
SrpH([0, 1]d) .

Remark 6. Let I be either [0, 1] or R. With the interpretation as an iterated tensor

product we may write

SrpH(Id) = Hr
p(I) ⊗αp

. . . ⊗αp
Hr
p(I)

︸ ︷︷ ︸
.

d− times

3.2 Isomorphisms associated to tensor product wavelet systems

and Besov-Lizorkin-Triebel spaces of dominating mixed

smoothness

As mentioned in the Introduction we will not give definitions of the above classes.

However, the characterizations by means of tensor product wavelet systems may be

taken as a definition.
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3.2.1 Sequence spaces

Now we introduce sequence spaces related to the characterization of Besov and Triebel-

Lizorkin spaces of dominating mixed smoothness in terms of wavelet coefficients.

Let X denote the characteristic function of the interval [0, 1]. Then we put

Xj,k(x) := X (2j1x1 − k1) · · · X (2jdxd − kd) , x = (x1, . . . , xd) ∈ R
d , (10)

where j = (j1, . . . , jd) ∈ N
d
0 and k = (k1, . . . , kd) ∈ Z

d. In other words, Xj,k is the

characteristic function of the dyadic rectangle

Qj,k =
(
2−j1([0, 1] + k1)

)
× · · · ×

(
2−jd([0, 1] + kd)

)
.

Definition 1. Let d > 1, 0 < q ≤ ∞ and r ∈ R. Let ∇ = (∇j)j∈Nd
0

be a sequence of

nontrivial subsets of Z
d.

(i) Let 0 < p ≤ ∞. Then srp,qb(∇) consists of all sequences a = (aj,k)j,k such that

∥
∥ a
∣
∣srp,qb(∇)

∥
∥ :=

(
∑

j∈Nd
0

2|j|1 (r+ 1
2
− 1

p
)q
(∑

k∈∇j

|aj,k|
p
) q

p

) 1
q

<∞ .

(ii) Let 0 < p <∞. Then srp,qf(∇) consists of all sequences a = (aj,k)j,k such that

∥
∥ a
∣
∣srp,qf(∇)

∥
∥ :=

∥
∥
∥
∥

(∑

j∈Nd
0

∑

k∈∇j

2|j|1 (r+ 1
2
)q |aj,k|

q Xj,k( · )
) 1

q
∣
∣
∣Lp(R

d)

∥
∥
∥
∥
<∞ .

Remark 7.

(i) Many times we shall use the notation srp,qx(∇), x ∈ {b, f}. If, then we always

assume p <∞ if x = f .

(ii) Two special cases of sequences ∇ are of particular importance. The first one is

simply ∇j = Z
d for all j, and we will denote the corresponding spaces by srp,qb

and srp,qf , respectively. In the second one we will choose ∇j in dependence of a

bounded open (nontrivial) subset of R
d. The exact definition will be given below,

see Def. 2.

(iii) Obviously we have srp,pb(∇) = srp,pf(∇).

3.2.2 Spaces of dominating mixed smoothness

For a definition of spaces of dominating mixed smoothness in Fourier-analytic terms we

refer to the monographs [1] and [25]. Characterizations in terms of atoms and wavelets

have been given in papers by Bazarkhanov [2, 3, 4] and Vybiral [34]. Here we are going

to recall a few results from [34].

Let φ denote an univariate scaling function associated with the wavelet ψ such that

φ, ψ ∈ Cs(R) are compactly supported, the wavelet satisfies the moment condition
∫ ∞

−∞

tℓ ψ(t) dt = 0 , 0 ≤ ℓ < s ,
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and the collection of functions, consisting of

ψ0,k(t) := φ(t− k) , k ∈ Z ,

ψj,k(t) := 2(j−1)/2 ψ(2j−1t− k) , k ∈ Z, j ∈ N ,

forms an orthonormal basis for the space L2(R). Here s ∈ N will be chosen later on.

Next we need the corresponding tensor product systems. We put

ψj,k(x) := ψj1,k1(x1) · . . . · ψjd,kd
(xd) , x = (x1, . . . , xd) .

Then the tensor product wavelet system Φ is the collection

ψj,k , j ∈ N
d
0 , k ∈ Z

d . (11)

For the following propositions we refer to [34]. To begin with we deal with Lizorkin-

Triebel spaces.

Proposition 4. Let r ∈ R, 0 < p < ∞ and 0 < q ≤ ∞. If ϕ, ψ are satisfying the

above conditions for sufficiently large s = s(r, p, q) then we have the following: For

every f ∈ Srp,qF (Rd), we have

f =
∑

j∈Nd
0

∑

k∈Zd

〈f, ψj,k〉ψj,k , (12)

convergence in S ′(Rd) (and in Srp,qF (Rd) if q <∞), and

‖ f |Srp,qF (Rd)‖ ≍ ‖ (〈f, ψj,k〉)j,k |s
r
p,qf‖ . (13)

The counterpart in case of Besov spaces reads as follows.

Proposition 5. Let r ∈ R, 0 < p ≤ ∞ and 0 < q ≤ ∞. If ϕ, ψ are satisfying

the above conditions for sufficiently large s = s(r, p, q) then we have the following:

For every f ∈ Srp,qB(Rd), the identity (12) holds with convergence in S ′(Rd) (and in

Srp,qB(Rd) if max(p, q) <∞), and

‖ f |Srp,qB(Rd)‖ ≍ ‖ (〈f, ψj,k〉)j,k |s
r
p,qb‖ . (14)

Remark 8. Here we are not interested in optimal conditions with respect to Φ. How-

ever, we wish to mention the following. If we have two fixed triples (r0, p0, q0) and

(r1, p1, q1), then there always exists a system Φ s.t. Prop. 4 (Prop. 5) can be ap-

plied simultaneously with respect to both spaces. Propositions 4 and 5 will allow us to

transfer the major part of our calculations from function spaces to sequence spaces.
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3.2.3 Wavelets and domains

Let Ω ⊂ R
d be a bounded and open set. Then we define the spaces Srp,qF (Ω) and

Srp,qB(Ω) by restrictions. More exactly, we put

Srp,qX(Ω) :=
{

f ∈ D′(Ω) : f = g|Ω for some g ∈ Srp,qX(Rd)
}

‖ f |Srp,qX(Ω)‖ := inf ‖ g |Srp,qX(Rd)‖ ,

where the infimum is taken over all g ∈ Srp,qX(Rd) such that f = g|Ω. Here X ∈ {F,B}.

For our purpose it is enough to observe the following. The univariate scaling function

φ and the associated wavelet ψ are compactly supported, say
(

suppφ ∪ suppψ
)

⊂ [−N,N ]

for some N > 0. For given f ∈ Srp,qX(Ω) let Ef denote an extension of f such that

‖ Ef |Srp,qX(Rd)‖ ≤ 2 ‖ f |Srp,qX(Ω)‖ ≤ 2 ‖ Ef |Srp,qX(Rd)‖ .

Then

Ef =
∑

j∈Nd
0

∑

k∈Zd

〈Ef, ψj,k〉ψj,k .

Hence, also

E∗f :=
∑

j∈Nd
0

∑

suppψj,k∩Ω 6=∅

〈Ef, ψj,k〉ψj,k (15)

is an extension of f such that

‖ E∗f |Srp,qX(Rd)‖ ≍ ‖ f |Srp,qX(Ω)‖ . (16)

Moreover, we have

supp E∗f ⊂ Γ := {x ∈ R
d : dist (x,Ω) < 2N} . (17)

For spaces on bounded domains we define Φ to be the collection of all functions ψj,k

such that

Ω ∩ suppψj,k 6= ∅ , j ∈ N
d
0, k ∈ Z

d . (18)

With (15) and (16) we do not get an intrinsic characterization of Srp,qX(Ω).

Now we are ready to define related sequence spaces.

Definition 2. Let Ω ⊂ R
d be a bounded open (nontrivial) set. Let r, p, q as in Def. 1.

Let (ψj,k)j,k satisfy the restrictions in Prop. 4 (f-case) or in Prop. 5 (b-case). Then

we define ∇ = ∇(Ω) according to (18) by

∇j =
{

k ∈ Z
d : supp ψj,k ∩ Ω 6= ∅

}

. (19)

The corresponding sequence spaces will be denoted by srp,qb(Ω) := srp,qb(∇(Ω)) and

srp,qf(Ω) := srp,qf(∇(Ω)) respectively.
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Remark 9. We want to mention the following fact, which we will make constant use

of without always explicitely mentioning it. There exist positive constants C1 = C1(Ω)

and C2 = C2(Ω) and an appropriate integer J = J(Ω), such that

C1 ≤ 2−|j|1 |∇j(Ω)| ≤ C2, |j|1 ≥ J. (20)

For simplicity we will always assume J = 0.

3.3 Tensor products of Besov spaces

By γp we denote the projective tensor p-norm, see [26]. We define

δp :=

{

αp if 1 < p <∞ ,

γp if 0 < p ≤ 1 .

The counterpart of Propositions 1, 2 and 3 in case of Besov spaces reads as follows, see

[26] and [27].

Proposition 6. Let d ≥ 1, 0 < p <∞ and r ∈ R. Then

Srp,pB(I2) = Br
p,p(I) ⊗δp B

r
p,p(I)

and

Srp,pB(Id+1) = Srp,pB(Id) ⊗δp B
r
p,p(I) = Br

p,p(I) ⊗δp S
r
p,pB(Id) ,

where I is either R or I = [0, 1].

Remark 10. (i) Let I be either R or I = [0, 1]. Instead of Srp,pB(Id) we shall use many

times the shorter form SrpB(Id). By using this abbreviation we obtain the following

comparison between tensor product Sobolev and tensor product Besov spaces

SrpB(Id) →֒ SrpH(Id) if 1 < p ≤ 2

and

SrpH(Id) →֒ SrpB(Id) if 2 ≤ p <∞ .

(ii) As in Remark 6 we may write

SrpB(Id) = Br
p,p(I) ⊗δp . . . ⊗δp B

r
p,p(I)

︸ ︷︷ ︸
,

d− times

with the interpretation as an iterated tensor product.

4 Sequence spaces and approximation spaces

In this section, we deal with abstract approximation spaces as well as the behaviour of

best m-term approximation with respect to embeddings of vector-valued ℓp spaces.
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4.1 Approximation spaces

Let D be a subset of the quasi-Banach space X. Then we define

σm
(
a,X,D

)
:= inf

{
∥
∥
∥a−

∑

n∈Λ

cn ψn

∥
∥
∥
X

: |Λ| ≤ m, cn ∈ C , ψn ∈ D , n ∈ Λ

}

,

Obviously σ0(a,X,D) = ‖ a ‖X . We are interested in approximation spaces relative to

σm. Let As
q(X,D) be the collection of all elements a ∈ X, such that

∥
∥ a

∣
∣As

q(X,D)
∥
∥

:=







( ∞∑

m=0

[

(m+ 1)s σm
(
a,X,D

)]q 1

m+ 1

)1/q

if 0 < q <∞ ,

sup
m=0,1,...

(m+ 1)s σm
(
a,X,D

)
if q = ∞ ,

where s > 0. We want to mention two further facts, which are almost trivial but

nonetheless important for our later considerations. Let s > 0 and 0 < u0 ≤ u1 ≤ ∞.

Then we have the embedding

As
u0

(X,D) →֒ As
u1

(X,D)

(use the monotonicity of σm with respect to m and switch to dyadic subsequences).

Moreover, if X and Y are two quasi-Banach spaces with D ⊂ X and X →֒ Y , then it

holds

As
u(X,D) →֒ As

u(Y,D)

for all s > 0 and 0 < u ≤ ∞.

We need some general assertions on best m-term approximation on the level of

sequence spaces. In this connection we concentrate on best m-term approximation

with respect to the canonical orthonormal basis of ℓ2(I), where I is a fixed infinite, but

countable, index set. We put

B := {ej : j ∈ I} , ej := (ejk)k , ejk := δj,k , j, k ∈ I.

By ℓp,u(I) we denote the Lorentz sequence spaces. Here ℓp,u(I) is the collection of all

sequences a = (aj)j∈I , such that

∥
∥ a
∣
∣ℓp,u(I)

∥
∥ :=

∥
∥
∥

(
n

1
p
− 1

ua∗n
)

n∈N

∣
∣
∣ℓu(N)

∥
∥
∥ <∞, 0 < p, u ≤ ∞ ,

where a∗ = (a∗n)n denotes the non-increasing rearrangement of a.

We shall investigate bestm-term approximation with respect to the following spaces

of vector-valued sequences.

12



Definition 3. Let I be an arbitrary nonempty, countable index set, and let J = (Ji)i∈I

be a family of nonempty, countable index sets. Let 0 < p, q ≤ ∞. Then we define the

space ℓq
(
I, ℓp(J)

)
as the collection of all sequences

a =
{
ai,j : ai,j ∈ C, i ∈ I, j ∈ Ji

}
,

such that

∥
∥a
∣
∣ℓq
(
I, ℓp(J)

)∥
∥ :=

(
∑

i∈I

(
∑

j∈Ji

|ai,j|
p

) q
p

) 1
q

<∞ .

Our point of departure is the following nice result of Pietsch [21, Ex. 1].

Proposition 7. Let 0 < p1, u ≤ ∞. Let I be a fixed index set. Then a ∈ ℓp1(I)

belongs to the approximation space As
u(ℓp1(I),B), if and only if a ∈ ℓp0,u(I), where

1/p0 := s+ 1/p1. Furthermore,

∥
∥ a
∣
∣As

u

(
ℓp1(I),B

)∥
∥ ≍

∥
∥ a
∣
∣ℓp0,u(I)

∥
∥ , (21)

where the constants of equivalence do not depend on I.

The observation srp,pb(∇) = srp,pf(∇) = ℓp(N
d
0 ×∇) if r + 1

2
− 1

p
= 0 allows us to apply

Prop. 7.

Corollary 1. Let ∇ be as in Definition 1. Let 0 < p0 < p1. Then

A
1

p0
− 1

p1
p0

(
ℓp1(N

d
0 ×∇),B

)
= s

1
p0

− 1
2

p0,p0 b(∇) ,

in the sense of equivalent quasi-norms.

We formulate a second (equivalent) variant.

Corollary 2. Let ∇ be as in Definition 1. Let 0 < p0 < p1 and r ∈ R. Then we have

A
1

p0
− 1

p1
p0

(
s
r+ 1

p1
− 1

2
p1,p1 b(∇),B

)
= s

r+ 1
p0

− 1
2

p0,p0 b(∇) ,

in the sense of equivalent quasi-norms.

Proof . We consider the mapping a 7→ b defined by bj,k = 2|j|1r aj,k. Then

σm
(
a, s

r+ 1
p1

− 1
2

p1,p1 b(∇),B
)

= σm
(
b, s

1
p1

− 1
2

p1,p1 b(∇),B
)

= σm
(
b, ℓp1(N

d
0 ×∇),B

)

and
∥
∥ a
∣
∣s
r+ 1

p0
− 1

2
p0,p0 b(∇)

∥
∥ =

∥
∥ b
∣
∣s

1
p0

− 1
2

p0,p0 b(∇)
∥
∥ =

∥
∥ b
∣
∣ℓp0(N

d
0 ×∇)

∥
∥ .

This proves the claim. �

Remark 11. We are mainly interested in the case r + 1
p1

− 1
2

= 0. Then we find

A
1

p0
− 1

p1
p0

(
s0
p1,p1

b(∇),B
)

= s
1

p0
− 1

p1
p0,p0 b(∇) ,

again in the sense of equivalent quasi-norms.

13



4.2 Widths of best m-term approximation for embeddings of

ℓp-spaces

The results we are proving in this subsection have preparatory character. However,

they are of interest on their own.

Theorem 4. Let 0 < p, q ≤ ∞ and r > 0. Then there is a positive constant c, such

that

σm

(

ℓqr(I, ℓpr
(J)), ℓq(I, ℓp(J)),B

)

≤ cm−r , m ∈ N , (22)

where
1

pr
:= r +

1

p
and

1

qr
:= r +

1

q
. (23)

Moreover, the constant c does neither depend on I nor on J .

Proof . Assume 0 < p, q < ∞, and let a ∈ ℓqr(I, ℓpr
(J)). Furthermore, we shall use

the notation ai = (ai,j)j∈Ji
, i ∈ I. Let

Kl(ε) :=
{

i ∈ I : 2lε <
∥
∥ai
∣
∣ℓpr

(Ji)
∥
∥ ≤ 2l+1ε

}

, l ∈ Z.

Obviously, the (Kl)l form a pairwise disjoint covering of I. By Prop. 7 we already

know ℓpr
(Ji) = Ar

pr

(
ℓp(Ji)

)
→֒ Ar

∞

(
ℓp(Ji)

)
and hence

σm(ai, ℓp(Ji),B) ≤ cm−r
∥
∥ai
∣
∣ℓpr

(Ji)
∥
∥ ,

but we shall present another more explicit version of this result.

Step 1. We fix some i ∈ I. We shall prove

σm(ai, ℓp(Ji),B) =

(
∞∑

n=m+1

(

(ai)∗n

)p
)1/p

≤ (m+ 1)−r
∥
∥ai
∣
∣ℓpr

(Ji)
∥
∥ , (24)

where (ai)∗ denotes the non-increasing rearrangement of ai. An easy calculation shows

σn−1(a
i, ℓ∞(Ji),B) = (ai)∗n ≤ n−1/pr

∥
∥ai
∣
∣ℓpr

(Ji)
∥
∥ , n ∈ N , (25)

and hence
(

∞∑

n=m+1

(

(ai)∗n

)p
)1/p

=

(
∞∑

n=m+1

(

(ai)∗n

)p−pr
(

(ai)∗n

)pr

)1/p

≤

(
∞∑

n=m+1

(

n−1/pr
∥
∥ai
∣
∣ℓpr

(Ji)
∥
∥

)p−pr
(

(ai)∗n

)pr

)1/p

≤ (m+ 1)−
1

pr
+ 1

p

∥
∥ai
∣
∣ℓpr

(Ji)
∥
∥

1− pr
p

(
∞∑

n=m+1

(

(ai)∗n

)pr

)1/p

≤ (m+ 1)−r
∥
∥ai
∣
∣ℓpr

(Ji)
∥
∥

1− pr
p
∥
∥ai
∣
∣ℓpr

(Ji)
∥
∥

pr
p .
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This proves (24). Further, we wish to mention that for every m ∈ N there is a set

Λm
i ⊂ Ji of cardinality at most m, such that

σm(ai, ℓp(Ji),B) =

(
∞∑

n=m+1

(

(ai)∗n

)p
)1/p

=

(
∑

j 6∈Λm
i

|ai,j|
p

)1/p

. (26)

Step 2. We shall use these sets Λm
i to define a suitable approximation of a. We define

Tεa
i :=

∑

j∈Λ
[2lqr ]
i

ai,je
i,j , i ∈ I ,

and

Sεa :=
∞∑

l=0

∑

i∈Kl(ε)

Tεa
i .

Then Sεa is a mε-term approximation with

mε ≤
∞∑

l=0

|Kl(ε)| 2
lqr .

Furthermore, by definition of the sets Kl(ε), it holds

∥
∥a
∣
∣ℓqr(I, ℓpr

(J))
∥
∥
qr

=
∑

l∈Z

∑

i∈Kl(ε)

∥
∥ai
∣
∣ℓpr

(Ji)
∥
∥
qr

(27)

≥
∑

l∈Z

∑

i∈Kl(ε)

(
2lε
)qr ≥ εqr

∞∑

l=0

|Kl(ε)| 2
lqr ,

and hence

mε ≤ ε−qr
∥
∥a
∣
∣ℓqr(I, ℓpr

(J))
∥
∥
qr
.

Step 3. Using the definition of Sεa we find

∥
∥a−Sεa

∣
∣ℓq(I, ℓp(J))

∥
∥
q

=
−1∑

l=−∞

∑

i∈Kl(ε)

∥
∥ai
∣
∣ℓp(Ji)

∥
∥
q
+

∞∑

l=0

∑

i∈Kl(ε)

∥
∥ai−Tεa

i
∣
∣ℓp(Ji)

∥
∥
q
. (28)

Due to the embedding ℓpr
(Ji) →֒ ℓp(Ji), it follows for the first sum in (28)

−1∑

l=−∞

∑

i∈Kl(ε)

∥
∥ai
∣
∣ℓp(Ji)

∥
∥
q
≤

−1∑

l=−∞

∑

i∈Kl(ε)

∥
∥ai
∣
∣ℓpr

(Ji)
∥
∥
q
≤

−1∑

l=−∞

|Kl(ε)|
(

2l+1ε
)q

≤ εq−qr 2qr
−1∑

l=−∞

|Kl(ε)|
(
2lε
)qr ≤ εq−qr 2qr

∥
∥a
∣
∣ℓqr(I, ℓpr

(J))
∥
∥
qr
,
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see (27). For the second sum in (28), we use (26) and find by (24), (27) and 1−rqr = qr
q

∞∑

l=0

∑

i∈Kl(ε)

∥
∥ai − Tεa

i
∣
∣ℓp(Ji)

∥
∥
q

=
∞∑

l=0

∑

i∈Kl(ε)

(σ[2lqr ](a
i, ℓp(Ji),B))q

≤
∞∑

l=0

∑

i∈Kl(ε)

(
[2lqr ] + 1

)−rq∥
∥ai
∣
∣ℓpr

(Ji)
∥
∥
q

≤
∞∑

l=0

|Kl(ε)| 2
−lqrrq

(
2l+1ε

)q

≤ 2q εq−qr
∞∑

l=0

|Kl(ε)| 2
lqrεqr

≤ 2q εq−qr
∥
∥a
∣
∣ℓqr(I, ℓpr

(J))
∥
∥
qr
.

Altogether, we have proved

σmε
(a, ℓq(I, ℓp(J)),B)q ≤

∥
∥a− Sεa

∣
∣ℓq(I, ℓp(J))

∥
∥
q

≤
(

2qr + 2q
)

εq−qr
∥
∥a
∣
∣ℓqr(I, ℓpr

(J))
∥
∥
qr
.

Choosing ε = m−1/qr
∥
∥a
∣
∣ℓqr(I, ℓpr

(J))
∥
∥, we obtain mε ≤ m and

σm
(
a, ℓq

(
I, ℓp(J)

)
,B
)
≤ c(q, r)m−r

∥
∥a
∣
∣ℓqr(I, ℓpr

(J))
∥
∥ .

Step 4. It remains to study the case max(p, q) = ∞. The restriction p < ∞ is used

only in Step 1. If p = ∞, then we simply apply (25). The restriction q < ∞ has been

used in Step 3. Here standard modifications can be used to prove (22). �

Remark 12. We wish to mention that the basic ideas of the proof are picked up from

the proof of a corresponding result for homogeneous isotropic Besov spaces in Kyriazis

[17].

We continue with two consequences of Thm. 4. The first one is a generalization.

Corollary 3. Let 0 < p, q ≤ ∞ and r > 0. Then there exists a positive constant c,

such that

σm

(

ℓqr(I, ℓpr,∞(J)), ℓq(I, ℓp(J)),B
)

≤ cm−r , m ∈ N ,

where pr and qr are as in (23). Moreover, the constant c does neither depend on I nor

on J .

Proof . In comparison with the above given proof only very few modifications are

necessary. Of course this time we use

Kl(ε) :=
{

i ∈ I : 2lε <
∥
∥ai
∣
∣ℓpr,∞(Ji)

∥
∥ ≤ 2l+1ε

}

, l ∈ Z.
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The second modification concerns (24). This time we get

(
∞∑

n=m+1

(

(ai)∗n

)p
)1/p

≤

(
∞∑

n=m+1

(

n−1/pr
∥
∥ai
∣
∣ℓpr,∞(Ji)

∥
∥

)p
)1/p

≤
(∫ ∞

m

x−p/pr dx
)1/p ∥

∥ai
∣
∣ℓpr,∞(Ji)

∥
∥

≤ (pr)−1/pm−r
∥
∥ai
∣
∣ℓpr,∞(Ji)

∥
∥ .

All the formulas in Step 2 remain true by replacing ℓpr
(Ji) by ℓpr,∞(Ji). In Step 3 we

use the continuous embedding ℓpr,∞(Ji) →֒ ℓp(Ji). Here we have to notice that the

norm of the mapping Id : ℓpr
(Ji) → ℓp(Ji) is not 1, however, uniformly bounded in i.

No further arguments are needed. �

For the next conclusion we need a slight restriction on the index sets I and J .

Corollary 4. Let 0 < p0 ≤ p1 ≤ ∞ and 0 < q0 ≤ q1 ≤ ∞. Let I be an infinite index

set, and let the family J = (Ji)i∈I of index sets fulfil

sup
i∈I

|Ji| = ∞ .

Furthermore, let

r = min

(
1

p0

−
1

p1

,
1

q0
−

1

q1

)

.

Then

σm

(

ℓq0
(
I, ℓp0(J)

)
, ℓq1
(
I, ℓp1(J)

)
,B
)

≍ m−r ,

where the constants of equivalence do not depend on I or J .

Proof . Step 1. Estimates from above. We shall distinguish into two case, namely

r = 0 and r > 0.

Substep 1.1. Let r = 0. Under the given restrictions we have ℓq0
(
I, ℓp0(J)

)
→֒

ℓq1
(
I, ℓp1(J)), where the embedding operator has norm 1. Thus, also

σm

(

ℓq0
(
I, ℓp0(J)

)
, ℓq1
(
I, ℓp1(J)

)
,B
)

≤ 1

is true.

Substep 1.2. Let r > 0. We split our considerations into three cases. If r = 1
p0

− 1
p1

=
1
q0
− 1

q1
, then the result follows immediately from the previous theorem. If r = 1

p0
− 1

p1
<

1
q0
− 1

q1
, then we define q∗ by

1

q∗
:=

1

p0

−
1

p1

+
1

q1
.

Hence q0 < q∗, and by the monotonicity of the ℓp-norms we have ℓq0
(
I, ℓp0(J)

)
→֒

ℓq∗
(
I, ℓp0(J)

)
. But as r = 1

p0
− 1

p1
= 1

q∗
− 1

q1
, the desired estimate now follows from the

first case.
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If finally r = 1
q0

− 1
q1
< 1

p0
− 1

p1
, then we define p∗ by 1

p∗
= 1

q0
− 1

q1
+ 1

p1
. Hence

p0 < p∗, ℓq0
(
I, ℓp0(J)

)
→֒ ℓq0

(
I, ℓp∗(J)

)
and we may argue as before.

Step 2. For the estimates from below we shall discuss two types of sequences. The first

one is defined by

am :=
∑

j∈Λm

ei,j , i.e. ami,j :=







1, i = im, j ∈ Λm,

0, else,
(29)

where im is chosen such that |Jim| ≥ 2m and Λm ⊂ Jim is arbitrary satisfying |Λm| =

2m. Clearly,
∥
∥am

∣
∣ℓq0
(
I, ℓp0(J)

)∥
∥ = (2m)1/p0 .

Due to the special structure of the sequences the best m-term approximation is easy

to determine. Any partial sum xm with exactly m terms is optimal. Hence, we find

∥
∥am − xm

∣
∣ℓq1
(
I, ℓp1(J)

)∥
∥ = m1/p1 .

This finally gives the estimate

σm

(

ℓq0
(
I, ℓp0(J)

)
, ℓq1
(
I, ℓp1(J)

)
,B
)

≥ 2−1/p0 m−1/p0+1/p1 .

Now we turn to the second example. We choose il ∈ I pairwise distinct and jl ∈ Jil ,

l ∈ N. Define sequences bm by

bmi,j :=







1, i = il, j = jl, 1 ≤ l ≤ m,

0, else .
(30)

Then we find
∥
∥bm

∣
∣ℓq0
(
I, ℓp0(J)

)∥
∥ = m1/q0

as well as
∥
∥b2m − bm

∣
∣ℓq1
(
I, ℓp1(J)

)∥
∥ = m1/q1 .

Of course, bm is a best m-term approximation for b2m. Hence, we obtain

σm

(

ℓq0
(
I, ℓp0(J)

)
, ℓq1
(
I, ℓp1(J)

)
,B
)

≥ 2−1/q0 m−1/q0+1/q1 .

This proves the claim. �

Remark 13. One can prove even more than stated in Thm. 4 and Cor. 3. Let

0 < p, q ≤ ∞, r > 0 and pr, qr as before. Then

Ar
qr

(
ℓq(I, ℓp(J)),B

)
= ℓqr

(
I, ℓpr,qr(J)

)
.

We omit details and refer to [11]. A closely connected formula has been proved in [16].
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5 Widths of best m-term approximation for embed-

dings of stp,qx(∇)-spaces

Within this section we deal with the behaviour of the widths of best m-term approxi-

mation with respect to pairs (stp0,q0x(∇), s0
p1,q1

y(∇)), x, y ∈ {b, f} .

5.1 Estimates from below

Let Ω be a bounded open and nontrivial subset of R
d and let ∇ = ∇(Ω) be the

associated subset of N
d
0 × Z

d, see (19). We shall use the following abbreviations. For

µ ∈ N we define

M
(
µ, d
)

:=
{
j ∈ N

d
0 : |j|1 = µ

}
,

∇µ :=
{

(j, k) ∈ N
d
0 × Z

d : j ∈M
(
µ, d
)
, k ∈ ∇j

}

,

S
(
µ, d
)

:= |M
(
µ, d
)
| and Dµ := |∇µ| .

Obviously, S
(
µ, d
)
≍ µd−1 and from (20) we conclude Dµ ≍ S

(
µ, d
)
2µ ≍ µd−12µ.

Furthermore,

B :=
{

ej,k : j ∈ N
d
0 , k ∈ ∇j

}

denotes the canonical basis with respect to ∇.

Lemma 3. Let t ∈ R. With x, y ∈ {b, f} we have: for each m there exists a finite

sequence a such that ‖ a |stp0,q0x(Ω)‖ = 1 and

σm

(

a, s0
p1,q1

y(Ω),B
)

& m−t
(
logm

)(d−1)(t− 1
q0

+ 1
q1

)+ , m ∈ N.

Here the constant behind & does not depend on m.

Proof . Step 1. Due to the monotonicity properties of σm it is sufficient to consider

m = 2M for some M ∈ N0. Let j ∈ N
d
0 be some arbitrary vector, such that |j|1 = M .

Let C1 and C2 be the constants in (20). Additionally, let K be the smallest natural

number such that C12
K ≥ 2. This means that |∇j+Ke1| ≥ 2m. For brevity we put

� := ∇j+Ke1 . Now consider the finite sequence

a :=
∑

k∈�

|�|−1/p0 2
−(M+K)(t+ 1

2
− 1

p0
)
ej+Ke

1,k .

Consequently we find

∥
∥ a
∣
∣stp0,q0b(Ω)

∥
∥ =

∥
∥ a
∣
∣stp0,q0f(Ω)

∥
∥ = 1 for any 0 < q0 ≤ ∞ .
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Now, let Γ ⊂ � s.t. |Γ| = m. Then, for all q1, we obtain

σm
(
a, s0

p1,q1
b(Ω),B

)
=
∥
∥
∥

∑

k∈�\Γ

|�|−1/p0 2
−(M+K)(t+ 1

2
− 1

p0
)
ej+Ke

1,k
∣
∣
∣s0
p1,q1

b(Ω)
∥
∥
∥

= |�|−1/p0 2
−(M+K)(t− 1

p0
+ 1

p1
)
|� \ Γ|1/p1

≥
(
C22

M+K
)−1/p0 2

−(M+K)(t− 1
p0

+ 1
p1

) (
2M(C12

K − 1)
)1/p1

≥ C
−1/p0
2 2−K(t+1/p1) 2−Mt

& m−t .

In addition we observe σm
(
a, s0

p1,q1
f(Ω),B

)
= σm

(
a, s0

p1,q1
b(Ω),B

)
. This proves the

claim if t− 1
q0

+ 1
q1

≤ 0.

Step 2. For a real number x we denote by [x] its integer part. Again we concentrate

on a subsequence with respect to m. Let m =
[Dµ

2

]
for some µ ∈ N. This time our

test sequence is given by

β := S
(
µ, d
)−1/q0

∑

(j,k)∈∇µ

2−|j|1(t+ 1
2
) ej,k . (31)

We immediately find
∥
∥β
∣
∣stp0,q0b(Ω)

∥
∥ = 1. Let γ1 := min(p1, q1). Then, for any set

Γ ⊂ ∇µ, satisfying |Γ| = m, we obtain
∥
∥
∥S
(
µ, d
)−1/q0

∑

(j,k)∈∇µ\Γ

2−|j|1(t+ 1
2
) ej,k

∣
∣
∣s0
p1,q1

b(Ω)
∥
∥
∥

= 2
−µ(t+ 1

p1
)
S
(
µ, d
)−1/q0

( ∑

j∈M(µ,d)

|{k : (j, k) ∈ ∇µ \ Γ}|q1/p1
)1/q1

.

Next we employ Hölder’s inequality and find
( ∑

j∈M(µ,d)

|{k : (j, k) ∈ ∇µ \ Γ}|
)1/γ1

. 2
µ( 1

γ1
− 1

p1
)
( ∑

j∈M(µ,d)

|{k : (j, k) ∈ ∇µ \ Γ}|γ1/p1
)1/γ1

. 2
µ( 1

γ1
− 1

p1
)
S
(
µ, d
) 1

γ1
− 1

q1

( ∑

j∈M(µ,d)

|{k : (j, k) ∈ ∇µ \ Γ}|q1/p1
)1/q1

.

Inserting this into the previous identity we get

σm
(
β, s0

p1,q1
b(Ω),B

)
& 2−µ(t+1/p1)S

(
µ, d
)−1/q0 2−µ(1/γ1−1/p1)S

(
µ, d
)−(1/γ1−1/q1)

×
( ∑

j∈M(µ,d)

|{k : (j, k) ∈ ∇µ \ Γ}|
)1/γ1

= 2−µ(t+1/γ1)S
(
µ, d
)−1/q0−1/γ1+1/q1 |∇µ \ Γ|1/γ1

≥ 2−µ(t+1/γ1)S
(
µ, d
)−1/q0−1/γ1+1/q1(1

2
Dµ

)1/γ1

& 2−µ(t+1/γ1)S
(
µ, d
)−1/q0−1/γ1+1/q1S

(
µ, d
)1/γ12µ/γ1

= 2−µtS
(
µ, d
)−1/q0+1/q1 .
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By taking into account S
(
µ, d
)
≍ µd−1 and m ≍ µd−1 2µ this yields

σm
(
β, s0

p1,q1
b(Ω),B

)
& m−t

(
logm

)(d−1)(t− 1
q0

+ 1
q1

)
.

Together with Step 1 this proves the claim for x = y = b.

Step 3. We deal with x = y = f . Again we work with the finite sequence β defined in

(31).

Substep 3.1. We claim
∥
∥ β
∣
∣stp0,q0f(Ω)

∥
∥ ≍ 1 (with constant independent of m). First

we consider the model case

∇j := {k ∈ Z
d : 0 ≤ kℓ < 2jℓ , 1 ≤ ℓ ≤ d} , j ∈ N

d
0 .

Then
∑

k∈∇j

Xj,k(x) =

{

1 if x ∈ [0, 1]d ,

0 otherwise ,
a.e.

Hence

‖ β |stp0,q0f(Ω)‖ = S
(
µ, d
)−1/q0

(∫ ( ∑

(j,k)∈∇µ

Xj,k(x)
)p0/q0

dx
)1/p0

= S
(
µ, d
)−1/q0

(∫

[0,1]d
|S
(
µ, d
)
|p0/q0 dx

)1/p0
= 1 .

Now we turn to the case of a general bounded open set Ω. We may assume that the

origin is contained in Ω. Then there are two cubes Q0 and Q1 s.t. Q0 ⊂ Ω ⊂ Q1,

|Qi| = 2Kid, i = 0, 1, for some Ki ∈ Z and

{k ∈ Z
d : 0 ≤ kℓ < 2jℓ+K0 , 1 ≤ ℓ ≤ d} ⊂ ∇j(Ω)

⊂ {k ∈ Z
d : 0 ≤ kℓ < 2jℓ+K1 , 1 ≤ ℓ ≤ d} .

Then, by arguing as in the model case, we obtain

2K0d/q0 ≤ ‖ β |stp0,q0f(Ω)‖ ≤ 2K1d/q0 .

Substep 3.2. Let γ1 := min(p1, q1) as in Step 2. Also the set Γ is chosen as in Step 2.

We put

Γj := {k : (j, k) ∈ ∇µ \ Γ} , |j|1 = µ ,

and

fj(x) :=
∑

k∈Γj

Xj,k(x) , j ∈M(µ, d) .

Obviously,
∑

j∈M(µ,d) fj(x) ≤ S(µ, d) a.e.. This, together with Hölder’s inequality,

implies
(∫ ∑

|j|1=µ

fj(x) dx
)1/γ1

. S
(
µ, d
)1/γ1−1/q1

(∫ ( ∑

|j|1=µ

f q1j (x)
)γ1/q1

dx
)1/γ1

. S
(
µ, d
)1/γ1−1/q1 |Ω|1/γ1−1/p1

(∫ ( ∑

|j|1=µ

fj(x)
)p1/q1

dx
)1/p1

.
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Since
( ∫ ∑

|j|1=µ

∑

k∈Γj
Xj,k(x) dx

)1/γ1
≍ µ(d−1)/γ1 we conclude

σm
(
β, s0

p1,q1
f(Ω),B

)
& 2−µt S

(
µ, d
)−1/q0+1/q1−1/γ1 µ(d−1)/γ1

= 2−µt S
(
µ, d
)−1/q0+1/q1 .

This proves the claim if x = y = f .

Step 4. For the mixed situations we simply have to combine Step 2 and Step 3. The

proof is complete. �

By obvious modifications in case Ω = R
d Lemma 8 yields the following.

Proposition 8. Let Ω be either a bounded open and nontrivial subset of R
d or Ω = R

d.

We suppose stp0,q0x(Ω) →֒ s0
p1,q1

y(Ω). With x, y ∈ {b, f} it follows

σm

(

stp0,q0x(Ω), s0
p1,q1

y(Ω),B
)

& m−t
(
logm

)(d−1)(t− 1
q0

+ 1
q1

)+ , m ∈ N.

5.2 The widths of best m-term approximation for non-compact

embeddings

Our approach is based on a generalization of an inequality due to Wojtaszczyk [35],

which itself has generalized a well-known inequality of Temlyakov [29].

5.2.1 Some basic inequalities

We need some further notations. The set of all dyadic cubes Q with |Q| ≤ 1 will be

denoted by D∗, i.e.

D∗ :=
{

Q = 2−j
(
[0, 1]d + k

)
: j ∈ N0 , k ∈ Z

d
}

.

By χ
(p)
Q we denote the p-normalized characteristic function of Q, i.e., χ

(p)
Q = |Q|−1/p χQ.

Then the following result is well-known, see Lemmas 2.1, 2.2 in [29], Lemma 1 in [6]

or Theorem 11.2 in [15].

Lemma 4. Let 0 < p <∞ and let Λ ⊂ D∗ be a set with |Λ| = m. Then it holds

∥
∥
∥
∥
∥

∑

Q∈Λ

χ
(p)
Q

∣
∣
∣
∣
∣
Lp(R

d)

∥
∥
∥
∥
∥
≍ m1/p .

To prove the generalization we have in mind we need to consider a different set of

rectangles. Let

D :=
{

Qj,k : j ∈ N
d
0 , k ∈ Z

d
}

,
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see (10). If necessary, we shall indicate the dimension by writing D(d). Further we

shall use the following abbreviation

∥
∥ a
∥
∥ :=

(
∫

Rd

(
∑

Q∈D

∣
∣aQ χ

(p)
Q (s)

∣
∣
q
)p/q

ds

)1/p

=
∥
∥ a
∣
∣s

1
p
− 1

2
p,q f

∥
∥ .

The first step toward the desired generalization of Lemma 4 is the following estimate

for finite sequences, i.e. sequences with only finitely many nonvanishing components

aQ.

Lemma 5. Let a be a finite sequence, a =
∑

Q∈Λ aQe
Q with |Λ| = m ≥ 2. Then it

holds for 0 < p ≤ q <∞

(
logm

)d( 1
q
− 1

p
)

(
∑

Q∈Λ

|aQ|
p

)1/p

.
∥
∥ a
∥
∥ ≤

(
∑

Q∈Λ

|aQ|
p

)1/p

, (32)

and for 0 < q ≤ p <∞ we obtain

(
∑

Q∈Λ

|aQ|
p

)1/p

≤
∥
∥ a
∥
∥ .

(
logm

)d( 1
q
− 1

p
)

(
∑

Q∈Λ

|aQ|
p

)1/p

. (33)

All occurring constants depend on p, q and d only.

Remark 14. As mentioned above, the proofs of this lemma and the successive propo-

sition follow closely the arguments given in [35].

Proof . Step 1. First we consider the case q = 1.

Substep 1.1. Let 0 < p ≤ 1. The prove of the right-hand side estimate in (32) follows

immediately from the monotonicity of ℓp-quasinorms. We obtain

∥
∥ a
∥
∥ =

(
∫

Rd

(
∑

Q∈Λ

|aQχ
(p)
Q (s)|

)p

ds

)1/p

≤

(
∫

Rd

∑

Q∈Λ

(

|aQχ
(p)
Q (s)|

)p

ds

)1/p

=

(
∑

Q∈Λ

|aQ|
p

)1/p

.

Substep 1.2. For the prove of the right hand side inequality in (33) for 1 ≤ p < ∞

we consider the case d = 1 first. For the convenience of the reader we repeat the

arguments from [35]. Let π : {1, . . . ,m} −→ Λ be a bijection, such that |aπ(j)| is a

non-increasing sequence. Furthermore, let M be the uniquely determined integer such

that 2M−1 ≤ m < 2M , and define

gk :=
2k−1∑

j=2k−1

|aπ(j)χ
(p)
π(j)| , k = 1, . . . , M .
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Then the triangle inequality yields

∥
∥ a
∥
∥ =

∥
∥
∥
∥
∥

M∑

k=1

gk

∣
∣
∣
∣
∣
Lp(R)

∥
∥
∥
∥
∥
≤

M∑

k=1

∥
∥ gk

∣
∣Lp(R)

∥
∥ =

M∑

k=1

∥
∥
∥
∥

2k−1∑

j=2k−1

aπ(j)e
π(j)

∥
∥
∥
∥

≤
M∑

k=1

∥
∥
∥
∥

2k−1∑

j=2k−1

aπ(2k−1)e
π(j)

∥
∥
∥
∥

.

M∑

k=1

2(k−1)/p
∣
∣aπ(2k−1)

∣
∣ .

The last two estimates follow from the lattice structure of ‖ · ‖ and from Lemma 4. On

the other hand, we obtain from Hölder’s inequality with respect to 1 = 1
p

+ (1 − 1
p
)

∑

Q∈Λ

|aQ|
p =

m∑

j=1

|aπ(j)|
p ≥

M∑

k=1

2k−1|aπ(2k−1)|
p ≥M1−p

(
M∑

k=1

2(k−1)/p|aπ(2k−1)|

)p

≥ 2−pM1−p

(
M−1∑

k=1

2(k−1)/p
∣
∣aπ(2k)

∣
∣+
∣
∣aπ(1)

∣
∣

)p

≥ 21−pM1−p

(
M∑

k=1

2(k−1)/p
∣
∣aπ(2k−1)

∣
∣

)p

.

Combining both estimates yields

∥
∥ a
∥
∥ . M1−1/p

(
∑

Q∈Λ

|aQ|
p

)1/p

.
(
logm

)1−1/p

(
∑

Q∈Λ

|aQ|
p

)1/p

.

Substep 1.3. The case d ≥ 2 will be proven by induction over d. Given a finite set of

rectangles Λ ⊂ D(d), we can rewrite every Q ∈ Λ as Q = Q′ ×Q′′ with Q′ ∈ D(1) and

Q′′ ∈ D(d− 1), and accordingly χ
(p)
Q = χ

(p)
Q′ ⊗χ

(p)
Q′′ . Note that for |Λ| = m ≥ 2 there are

at most m different intervals Q′ and at most m rectangles Q′′ occurring in this way.

Then we find

∥
∥ a
∥
∥
p

=

∫

R

∫

Rd−1

(
∑

Q=Q′×Q′′∈Λ

|aQχ
(p)
Q′ (t)| · |χ

(p)
Q′′(s)|

)p

ds dt

=

∫

R

∫

Rd−1

(
∑

Q′′

(
∑

Q′ :Q′×Q′′∈Λ

|aQχ
(p)
Q′ (t)|

)

|χ
(p)
Q′′(s)|

)p

ds dt .

Now we can apply the induction hypothesis to the (d − 1)-dimensional integral (the

inner sums serve as coefficients for fixed t ∈ R). In this way we obtain

∥
∥ a
∥
∥
p

.
(
logm

)(d−1)(p−1)
∫

R

∑

Q′′

(
∑

Q′ :Q′×Q′′∈Λ

|aQχ
(p)
Q′ (t)|

)p

dt . (34)

At this point we further apply the result for the case d = 1. We end up with

∥
∥ a
∥
∥
p

.
(
logm

)(d−1)(p−1)(
logm

)(p−1)
∑

Q′′∈D(d−1)

∑

Q′ :Q′×Q′′∈Λ

∣
∣aQ
∣
∣
p

=
(
logm

)d(p−1)
∑

Q∈Λ

∣
∣aQ
∣
∣
p
.
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This proves the right hand side of (33).

Step 2. Now we consider general q. We obtain for 0 < p ≤ q from Step 1, applied to

0 < p/q ≤ 1,

(
∫

Rd

(
∑

Q∈Λ

∣
∣aQχ

(p)
Q (s)

∣
∣
q
) p

q

ds

) 1
p

=

(
∫

Rd

(
∑

Q∈Λ

|aQ|
qχ

(p/q)
Q (s)

) p
q

ds

) q
p
· 1
q

≤

(
∑

Q∈Λ

(
|aQ|

q
)p/q

) q
p
· 1
q

=

(
∑

Q∈Λ

|aQ|
p

)1/p

.

Similarly we find for 0 < q ≤ p from Step 1, applied to 1 ≤ p/q <∞,

(
∫

Rd

(
∑

Q∈Λ

|aQχ
(p)
Q (s)|q

) p
q

ds

) 1
p

.

(

(
logm

)d(1−q/p)
(
∑

Q∈Λ

(
|aQ|

q
)p/q
) q

p

) 1
q

=
(
logm

)d(1/q−1/p)
(
∑

Q∈Λ

|aQ|
p

)1/p

.

Step 3. We prove the estimates from below.

Step 3.1. Preparation. Here we are going to use the following duality statement, see,

e.g., [31, Prop. 2.11.1] or [10, 8.20.5]. Let 1 < p, q < ∞. It holds g ∈
(
Lp(ℓq)

)′
if, and

only if, it can be represented uniquely as

g(f) =
∑

k∈Nd
0

∫

Rd

gk(x) fk(x)dx , f =
{
fk
}

k∈Nd
0
∈ Lp(ℓq) ,

where
{
gk
}

k∈Nd
0
∈ Lp′(ℓq′). Moreover, it holds

∥
∥g
∥
∥ =

∥
∥gk
∣
∣Lp′(ℓq′)

∥
∥

for the usual operator norm on
(
Lp(ℓq)

)′
. Of course, p′, q′ are the usual conjugated

indices.

Step 3.2. Let 1 < p, q < ∞. For every finite sequence a =
∑

Q∈Λ aQ e
Q, |Λ| = m, with

aQ 6= 0, Q ∈ Λ, define another finite sequence b by bQ =
|aQ|p

aQ
for Q ∈ Λ and zero

otherwise. Then we have fa =
(
aQχ

(p)
Q

)

Q∈D
∈ Lp(ℓq) and fb =

(
bQχ

(p′)
Q

)

Q∈D
∈ Lp′(ℓq′).

We begin with the case 1 < q ≤ p < ∞ and hence 1 < p′ ≤ q′ < ∞. In view of the

above duality relation we find that fb generates a functional on Lp(ℓq). Applying the

characterization of these functionals we obtain

∑

Q∈Λ

|aQ|
p =

∣
∣
∣
∣
∣

∑

Q∈Λ

aQbQ

∣
∣
∣
∣
∣
=

∣
∣
∣
∣
∣

∫

Rd

∑

Q∈Λ

|Q|−1aQbQχQ(s)ds

∣
∣
∣
∣
∣

=

∣
∣
∣
∣
∣

∫

Rd

∑

Q∈D

(

aQχ
(p)
Q (s)

)(

bQχ
(p′)
Q (s)

)

ds

∣
∣
∣
∣
∣

≤
∥
∥ fa

∣
∣Lp(ℓq)

∥
∥ ·
∥
∥ fb

∣
∣Lp′(ℓq′)

∥
∥ .
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Moreover, Step 2 yields

∥
∥ fb

∣
∣Lp′(ℓq′)

∥
∥
p′

=

∫

Rd

(
∑

Q∈Λ

∣
∣
∣ bQχ

(p′)
Q (s)

∣
∣
∣

q′
)p′/q′

ds ≤
∑

Q∈Λ

|bQ|
p′ =

∑

Q∈Λ

|aQ|
p ,

where we used (p− 1)p′ = p. Combining both estimates we now conclude

∥
∥ fa

∣
∣Lp(ℓq)

∥
∥ =

(
∫

Rd

(
∑

Q∈Λ

∣
∣
∣ aQχ

(p)
Q (s)

∣
∣
∣

q
)p/q

ds

)1/p

≥
∥
∥ fb

∣
∣Lp′(ℓq′)

∥
∥
−1
∑

Q∈Λ

|aQ|
p ≥

(
∑

Q∈Λ

|aQ|
p

)1/p

.

This proves the lower estimate in (33) if 1 < q ≤ p <∞. Now we turn to the condition

1 < p ≤ q <∞. This implies 1 < q′ ≤ p′ <∞, and due to Step 2 we find

∥
∥ fb

∣
∣Lp′(ℓq′)

∥
∥
p′

.
(
logm

)d(1/q′−1/p′)p′
∑

Q∈Λ

|bQ|
p′ =

(
logm

)d(1/p−1/q)p′
∑

Q∈Λ

|aQ|
p .

Consequently
(
∫

Rd

(
∑

Q∈Λ

∣
∣
∣ aQχ

(p)
Q (s)

∣
∣
∣

q
)p/q

ds

)1/p

≥
(
logm

)d(1/q−1/p)

(
∑

Q∈Λ

|aQ|
p

)1/p

.

Substep 3.3. Using a similar argumentation as in Step 2 we remove the restrictions

1 < q ≤ p <∞ and 1 < p ≤ q <∞ for the lower estimates. �

It is a bit surprising that we can partly improve (32) and (33) by restricting to the

sequence aQ = 1, Q ∈ Λ, and aQ = 0, Q 6∈ Λ.

Proposition 9. Let Λ be a finite and nonempty subset of N
d
0 × Z

d. Then it holds for

0 < p ≤ q <∞

(
1 + logm

)(d−1)(1/q−1/p)
m1/p .

(
∫

Rd

(
∑

(j,k)∈Λ

(2|j|1/p χj,k(s))
q

)p/q

ds

)1/p

. m1/p , (35)

and for 0 < q ≤ p <∞ we find

m1/p .

(
∫

Rd

(
∑

(j,k)∈Λ

(2|j|1/pχj,k(s))
q

)p/q

ds

)1/p

.
(
1 + logm

)(d−1)(1/q−1/p)
m1/p . (36)

Proof . We proceed as in proof of Lemma 5. First, we have to modify Substep 1.2.

Our starting point for the induction is simply Lemma 4. This is enough to prove the

estimates from above. The estimates from below can be derived now by the same

duality argument as in proof Lemma 5. �

Remark 15. The above inequalities have been proved in [35] if q = 2. Wojtaszczyk

considers linear combinations of elements of the tensor product Haar system. But using

|hQj,k
|2 = Xj,k 2|j|1 it is easily seen that the set of inequalities, proved in [35, Sect. 4],

coincides with (35), (36).
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5.2.2 Best m-term widths for embeddings of f-spaces

Theorem 5. Let p0 < p1, q1 < p1 and p0 ≤ q0 <∞. Let t := 1
p0

− 1
p1

. Then we have

σm

(

stp0,q0f(∇), s0
p1,q1

f(∇),B
)

≍ m
− 1

p0
+ 1

p1

(
logm

)(d−1)( 1
p0

− 1
p1

− 1
q0

+ 1
q1

)
,

if m ≥ 2. Moreover, if q0 ≤ p0 < p1 ≤ q1 then we find for m ∈ N

σm

(

stp0,q0f(∇), s0
p1,q1

f(∇),B
)

∼ m
− 1

p0
+ 1

p1 .

Proof . Step 1. First we consider the case q1 < p1 and p0 ≤ q0. Let a ∈ stp0,q0f(∇) s.t.
∥
∥ a
∣
∣stp0,q0f(∇)

∥
∥ = 1. For i ∈ Z and µ ∈ N0 we define

Λµ,i :=
{
(j, k) ∈ ∇µ : 2−i < 2

|j|1( 1
2
− 1

p1
)
|aj,k| ≤ 2−i+1

}
.

Obviously,

2
|j|1( 1

2
− 1

p1
)p0 |aj,k|

p0 = 2
|j|1(t+ 1

2
− 1

p0
)p0 |aj,k|

p0

=

∫

Rd

2|j|1(t+ 1
2
)p0 |aj,k|

p0χj,k(x) dx ≤ ‖ a |stp0,q0f(∇)‖p0 .

Hence Λµ,i = ∅ if i ≤ 0. For M ∈ N we put

ΛM :=
M⋃

i=1

Λi , Λi :=
M⋃

µ=0

Λµ,i ,

and an associated approximation is defined by

TMa :=
∑

(j,k)∈ΛM

aj,k e
j,k .

Substep 1.1. Estimates of the cardinality of ΛM . For µ ∈ N we define the restriction

operator Rµ by

(
Rµa

)

j,k
:=







aj,k, if j ∈M(µ, d) , k ∈ ∇j ,

0, else .

Then we remark that
∥
∥Rµa

∣
∣srp,wf(Ω)

∥
∥ ≤ S(µ, d)

1
w
− 1

q

∥
∥Rµa

∣
∣srp,qf(Ω)

∥
∥ , w ≤ q . (37)

The latter inequality follows from the observation that for a fixed x the sum
∑

k∈∇j
aj,k χj,k(x) consists of exactly one summand. Hence, the cardinality of the

summands in
∑

|j|1=µ

∑

k∈∇j
aj,k χj,k(x) is uniformly bounded by S(µ, d). Hölder’s in-

equality now yields (37). Using this inequality and p0 ≤ q0 we find

|Λµ,i| =
∑

(j,k)∈Λµ,i

1 ≤
∑

(j,k)∈Λµ,i

(
2
|j|1( 1

2
− 1

p1
)
|aj,k|

2−i

)p0

≤ 2ip0
∫

Rd

∑

(j,k)∈∇µ

2
µ( 1

2
+ 1

p0
− 1

p1
)p0 |aj,k|

p0 χj,k(x) dx

≤ 2ip0 S
(
µ, d
)(1/p0−1/q0)p0

∥
∥Rµa

∣
∣s

1
p0

− 1
p1

p0,q0 f(∇)
∥
∥
p0 <∞ .
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Thus, also the sets Λi have finite cardinality. Because of p0 ≤ q0 < ∞ Prop. 9 in

combination with the definition of Λi implies

|Λi| = |Λi|
(
1 + log(1 + |Λi|)

)(d−1)(1/q0−1/p0)p0(1 + log(1 + |Λi|)
)(d−1)(1−p0/q0)

.
(
1 + log(1 + |Λi|)

)(d−1)(1−p0/q0)
∫

Rd

(
∑

(j,k)∈Λi

(
2|j|1/p0 χj,k(x)

)q0

)p0/q0

dx

≤
(
1 + log(1 + |Λi|)

)(d−1)(1−
p0
q0

)
2ip0

∫

Rd

(
∑

(j,k)∈Λi

(

2
|j|1( 1

p0
− 1

p1
+ 1

2
)
|aj,k|χj,k(x)

)q0
) p0

q0

dx

≤
(
1 + log(1 + |Λi|)

)(d−1)(1−
p0
q0

)
2ip0

∥
∥ a
∣
∣s

1
p0

− 1
p1

p0,q0 f(∇)
∥
∥
p0 .

This means, if |Λi| ≥ 1, we have

|Λi|
(
1 + log(1 + |Λi|)

)(d−1)(
p0
q0

−1)
. 2ip0 ,

which trivially remains true for Λi = ∅. For i ≥ 1 this can be reformulated as

log(1 + |Λi|) . i and |Λi| . 2ip0 i(d−1)(1−p0/q0) . (38)

Hence we conclude that TMa is an m-term approximation of a with

m := [c02
Mp0M (d−1)(1−p0/q0)] . (39)

Substep 1.2. Taking into account Λµ,i = ∅ if i ≤ 0, we find

∥
∥ a− TMa

∣
∣s0
p1,q1

f(∇)
∥
∥
p1 =

∫
(

∞∑

i=M+1

∑

(j,k)∈Λi

(
2|j|1/2 |aj,k|χj,k

)q1

)p1/q1

dx

≤ 2p1
∫
(

∞∑

i=M+1

∑

(j,k)∈Λi

(
2|j|1/p1 2−i χj,k

)q1

)p1/q1

dx .

Because of p1 > q1 there exists some δ > 0, such that p1(q1 − δ)/q1 > p0. Applying

Hölder’s inequality with respect to 1 = p1−q1
p1

+ q1
p1

to the integrand yields

∞∑

i=M+1

∑

(j,k)∈Λi

(
2|j|1/p1 2−i χj,k

)q1 =
∞∑

i=M+1

2−iδ
∑

(j,k)∈Λi

2|j|1q1/p1 2−i(q1−δ)χj,k

≤

(
∞∑

i=M+1

2
−iδ

p1
p1−q1

) p1−q1
p1

(
∞∑

i=M+1

(
∑

(j,k)∈Λi

2|j|1q1/p1 2−i(q1−δ) χj,k

)p1
q1

) q1
p1

. 2−Mδ

(
∞∑

i=M+1

(
∑

(j,k)∈Λi

2|j|1q1/p1 2−i(q1−δ) χj,k

)p1
q1

) q1
p1
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Hence, with Prop. 9, (38) and by the choice of δ we finally obtain

∥
∥ a− TMa

∣
∣s0
p1,q1

f(∇)
∥
∥
p1

. 2−Mδp1/q1

∫ ∞∑

i=M+1

(
∑

(j,k)∈Λi

2|j|1q1/p1 2−i(q1−δ)χj,k

)p1/q1

dx

= 2−Mδp1/q1

∞∑

i=M+1

2−ip1(q1−δ)/q1

∫
(
∑

(j,k)∈Λi

2|j|1q1/p1 χj,k

)p1/q1

dx

. 2−Mδp1/q1

∞∑

i=M+1

2−ip1(q1−δ)/q1
(

|Λi|
1/p1
(
1 + log |Λi|

)(d−1)(1/q1−1/p1)
)p1

. 2−Mδp1/q1

∞∑

i=M+1

2−ip1(q1−δ)/q12ip0 i(d−1)(1−p0/q0) i(d−1)(p1/q1−1)

. 2
−Mδ

p1
q1 2

−M(p1
q1−δ

q1
−p0)

M
(d−1)(

p1
q1

−
p0
q0

)
= 2−M(p1−p0)M

(d−1)(
p1
q1

−
p0
q0

)
.

A simple calculation and the definition of m, see (39), shows, that the right-hand side,

taken to the power 1/p1, is equivalent to m
− 1

p0
+ 1

p1

(
logm

)(d−1)( 1
p0

− 1
p1

− 1
q0

+ 1
q1

)
. For the

remaining natural numbers m, not covered by (39), we use a monotonicity argument.

Step 2. The case q0 ≤ p0 < p1 ≤ q1 follows simply by monotonicity from Cor. 2, see

also Rem. 11. Indeed, we have

stp0,q0f(∇) →֒ stp0,p0f(∇) = A
1

p0
− 1

p1
p0

(
s0
p1,p1

f(∇) ,B
)
→֒ A

1
p0

− 1
p1

∞

(
s0
p1,q1

f(∇) ,B
)
.

Step 3. In both cases, the estimates from below are consequences of Prop. 8. �

Remark 16. The method applied in Step 1 of the proof can be applied also for large

q1. However, it seems that it does not lead to optimal results in general. Without

going into detail we mention

σm

(

stp0,q0f(∇), s0
p1,q1

f(∇),B
)

. m
− 1

p0
+ 1

p1

(
logm

)(d−1)( 1
p0

− 1
q0

)
, m ≥ 2 , (40)

if p0 < p1, p0 ≤ q0 <∞ and p1 ≤ q1 <∞. As above t := 1/p0 − 1/p1.

5.2.3 Best m-term widths for embeddings of b-spaces

Because we prepared ourselves quite well in Section 4 it is now very simple to charac-

terize the asymptotic behaviour of σm

(

s
1

p0
− 1

p1
p0,q0 b(∇), s0

p1,q1
b(∇),B

)

.

Theorem 6. Let p0 < p1 and q0 ≤ q1. Let

t :=
1

p0

−
1

p1

and r := min

(
1

p0

−
1

p1

,
1

q0
−

1

q1

)

.

Then

σm

(

stp0,q0b(∇), s0
p1,q1

b(∇),B
)

≍ m−r , m ∈ N .
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Proof . The identity

ℓq
(
I, ℓp(J)

)
= s

1
p
− 1

2
p,q b(∇) ,

with I = N
d
0 and Ji = ∇i is obvious. Proposition 4 yields

σm

(

s
1

p0
− 1

2
p0,q0 b(∇), s

1
p1

− 1
2

p1,q1 b(∇),B
)

≍ m−r .

The proof is complete. �

Remark 17. (i) The restriction q0 ≤ q1 is necessary in this context, since we have

s
1

p0
− 1

p1
p0,q0 b(Ω) →֒ s0

p1,q1
b(Ω) ⇐⇒ q0 ≤ q1 .

This follows immediately from the necessity of q0 ≤ q1 for the embedding

S
1

p0
− 1

p1
p0,q0 B(Rd) →֒ S0

p1,q1
B(Rd), see [24].

(ii) The m-term approximation for this case shows exactly the same decay behaviour

as in the isotropic setting. Also the proof is remarkably similar, see [12].

5.2.4 Best m-term widths in case of non-limiting embeddings

It remains to deal with embeddings such that t > 1/p0 − 1/p1. The answer is simple

and a bit surprising.

Theorem 7. We suppose p0 ≤ p1 and

t >
1

p0

−
1

p1

.

Then, for x, y ∈ {b, f}, we have

σm

(

stp0,q0x, s
0
p1,q1

y,B
)

≍ m
− 1

p0
+ 1

p1 , m ∈ N .

Proof . Step 1. First we consider the estimate from above.

Substep 1.1. We suppose p0 < p1. Let

ε :=
1

2

(

t− d
( 1

p0

−
1

p1

))

.

Then, with x, y ∈ {b, f}, we find

stp0,q0x →֒ st−εp0,p0
b = A

1
p0

− 1
p1

p0

(

s
t−ε−d( 1

p0
− 1

p1
)

p1,p1 b,B
)

→֒ A
1

p0
− 1

p1
∞

(
s0
p1,q1

y,B
)
,

where we have used Corollary 2 and elementary monotonicity properties of the approx-

imation spaces.

Substep 1.2. Let p0 = p1. Then σm

(

stp0,q0x, s
0
p0,q1

y,B
)

. 1, m ∈ N, follows from the

continuous embedding stp0,q0x →֒ s0
p0,q1

y.
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Step 2. For the estimate from below, we use sequences am as in (29), where im = 0 for

all m ∈ N. One easily obtains

∥
∥am

∣
∣stp0,q0x

∥
∥ = (2m)1/p0 and σm

(
am, s0

p1,q1
y,B

)
= m1/p1

with the same arguments as in the proof of Prop. 4. �

Remark 18. As in the isotropic case the behaviour of σm

(

stp0,q0x, s
0
p1,q1

y,B
)

does not

depend on t. Only integrability properties count.

6 The widths of best m-term approximation for

spaces of dominating mixed smoothness

Using Prop. 4 and Prop. 5 we can transfer Thm. 5 (and (40)) and Thm. 6 from

sequence spaces to function spaces of dominating mixed smoothness. In addition we

shall use the Littlewood-Paley assertions

S0
p,2F (Rd) = Lp(R

d) , 1 < p <∞ ,

and

Srp,2F (Rd) = SrpH(Rd) , 1 < p <∞ ,

we refer to [25, Prop. 2.3.1, Thm. 2.3.1] and the references given there. Let Φ be as in

Subsection 2.2. Then this procedure leads to the following.

Corollary 5. Let p0 < p1, q1 ≤ p1 and p0 ≤ q0 <∞. Let t := 1
p0

− 1
p1

. Then we have

σm

(

Stp0,q0F (Rd), S0
p1,q1

F (Rd),Φ
)

≍ m
− 1

p0
+ 1

p1

(
logm

)(d−1)( 1
p0

− 1
p1

− 1
q0

+ 1
q1

)
,

if m ≥ 2. Moreover, if q0 ≤ p0 < p1 ≤ q1 then we find for m ∈ N

σm

(

Stp0,q0F (Rd), S0
p1,q1

F (Rd),Φ
)

∼ m
− 1

p0
+ 1

p1 .

Remark 19. (i) Observe, if p0 = q0 and 1 < p1 <∞, q1 = 2, we obtain

σm

(

Stp0,p0F (Rd), S0
p1,2

F (Rd),Φ
)

≍ σm

(

Stp0,p0B(Rd), Lp1(R
d),Φ

)

≍ m
− 1

p0
+ 1

p1

(
logm

)(d−1)(− 1
p1

+ 1
2
)+ ,

if m ≥ 2. This proves Thm. 3(i).

(ii) This time we choose q0 = q1 = 2. Then the second assertion in Cor. 5 can not be

applied. Hence, we only obtain

σm

(

Stp0,2F (Rd), S0
p1,2

F (Rd),Φ
)

≍ σm

(

Stp0,2F (Rd), Lp1(R
d),Φ

)

≍ m
− 1

p0
+ 1

p1

(
logm

)(d−1)( 1
p0

− 1
p1

)
,

if p0 < p1, 2 ≤ p1 and p0 ≤ 2. This proves Thm. 3(ii).
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The Cor. 5 and Remark 19 carry over to bounded domains Ω, see Subsection 3.2.3,

as long as we define the spaces Srp,qX(Ω), X ∈ {F,B}, by restrictions. Now Φ has to

be defined according to (18).

Corollary 6. Let p0 < p1, q1 ≤ p1 and p0 ≤ q0 <∞. Let t := 1
p0

− 1
p1

. Then we have

σm

(

Stp0,q0F (Ω), S0
p1,q1

F (Ω),Φ
)

≍ m
− 1

p0
+ 1

p1

(
logm

)(d−1)( 1
p0

− 1
p1

− 1
q0

+ 1
q1

)
,

if m ≥ 2. Moreover, if q0 ≤ p0 < p1 ≤ q1 then we find for m ∈ N

σm

(

Stp0,q0F (Ω), s0
p1,q1

F (Ω),Φ
)

∼ m
− 1

p0
+ 1

p1 .

Remark 20. The Cor. 6 has to be supplemented by Prop. 3, 6. This yields Thm. 1.

Next we translate Theorem 7. This time Φ has to be as in Subsection 2.2, see also

(11).

Corollary 7. We suppose p0 ≤ p1 and

t >
1

p0

−
1

p1

.

Then, for X,Y ∈ {B,F}, we have

σm

(

Stp0,q0Y (Rd), S0
p1,q1

X(Rd),Φ
)

≍ m
− 1

p0
+ 1

p1 , m ∈ N .

Remark 21. By specializing X = F , q1 = 2 and using the above Littlewood-Paley

assertion we obtain Thm. 2.

Finally, we formulate the counterpart of Thm. 6. Let Φ be as in (18).

Corollary 8. Let p0 < p1 and q0 ≤ q1. Let

t :=
1

p0

−
1

p1

and r := min

(
1

p0

−
1

p1

,
1

q0
−

1

q1

)

.

Then

σm

(

Stp0,q0B(Ω), S0
p1,q1

B(Ω),Φ
)

≍ m−r , m ∈ N .
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[3] E. Novak and H. Woźniakowski. Optimal Order of Convergence and (In-) Tractabil-
ity of Multivariate Approximation of Smooth Functions. Preprint 3, DFG-SPP
1324, October 2008.

[4] M. Espig, L. Grasedyck, and W. Hackbusch. Black Box Low Tensor Rank Approx-
imation Using Fibre-Crosses. Preprint 4, DFG-SPP 1324, October 2008.

[5] T. Bonesky, S. Dahlke, P. Maass, and T. Raasch. Adaptive Wavelet Methods and
Sparsity Reconstruction for Inverse Heat Conduction Problems. Preprint 5, DFG-
SPP 1324, January 2009.
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